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Motivation
Improve Human-Computer Interaction

Boost Accessibility

1

Enhance Human Communication

d B 3

History of machine listening
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History of machine listening

1 word

[ But speech is just a small fraction of general sounds J
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What did you hear?

You hear the sound of an

emergency vehicle before seeing it

Crucial Information but
not in speech
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Applications of general sound recognition
Further Boost Accessibility

Music Recognition

Nocturne
0p.9,No.2

[MUSIC PLAYING] ﬂé& —r—-=: :

Sound-Based Surveillance

Smart Alerts - Glass break sounds

History of machine listening

First large

. general audio dataset
First workshop

on general audio
recognition

{1} Audioset

What is the difference between
speech and general audio signals?
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You talk it types!

Preliminary: audio spectrogram
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Audio spectrogram is a form of audio representation that is
easier for both humans and machines to analyze audio

Speech is composed of a finite number of elementary units

Speech
e composed of elementary units: phonemes
o ~40 phonemes for English

m, oo mo,n, t

e Vowels: [i], [a], [u]

e Consonants:
o Plosives: [p], [t], [K]
o Fricatives: [f], [s], [[] X
o Nasals: [m], [n], [n]

e Semivowels: [j], [W]

"moment” .-~

There are unlimited number of general sounds

Speech
e composed of elementary units: phonemes
o ~40 phonemes for English

General audio
e no elementary units
e unlimited number of sound classes
o 527 classes in AudioSet

There are unlimited number of general sounds
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[~ Hands Natural sounds .

- s, - vence AudioSet ontology
|- Engine Wind
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L Human group actions home sounds Water .
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Channel, environment
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|- Tools
Acoustic environment]
|- Explosion

|- Mechanisms
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| Glass
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There are unlimited number of general sounds

Wild animals: Roanng cats, Bird, Canldae,
Rodents, Insect, Frog, Snake, Whale (8)

/
f oo

Tools: Hammer, Jackhammer, Sawing,
Filing, Sanding, Power tool (6)

Speech General Audio
Elementary units Phonemes N/A
. Unlimited
# Classes ~40 for English 527 for AudioSet

[ General audio classification has a larger search space J

Speech has structured spectrogram patterns

Transcript: | had that curiosity beside me at this moment

Spectrogram

A
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Speech has structured spectrogram patterns

Transcript: | had that curiosity beside me at this moment
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[ Fricatives exhibit high-frequency turbulence }

Speech has structured spectrogram patterns
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e Each vowel has relatively fixed formant patterns
e The duration of each phone is typically < 300ms
17

General audios have more diverse patterns

[class name: dog - 5-231762-A-O.wav

Os 2.5s 5s

e Can be transient-, harmonic-, and noise-like

e No elementary units (e.g., phonemes)
e Duration can be up to a few seconds 18




Differences between speech and general audio recognition

Classification

Classification

Speech General Audio

Elementary units Phonemes N/A
. Unlimited
# Classes ~40 for English 527 for AudioSet
Duration Typically < 300ms Up to a few seconds Data-driven
method

Pattern Structured Diverse & Complex
Task Single-label Multi-label

Differences between speech and general audio recognition

Classification

Classification

Speech General Audio
Elementary units Phonemes N/A
. Unlimited
# Classes ~40 for English 527 for AudioSet
Capture
Duration Typically < 300ms Up to a few seconds — long-range
. context
Pattern Structured Diverse & Complex
Task Single-label Multi-label

Differences between speech and general audio recognition

Speech General Audio

Elementary units Phonemes N/A
) Unlimited

# Classes ~40 for English 527 for AudioSet
Duration Typically < 300ms Up to a few seconds
Pattern Structured Diverse & Complex

- ) Attend to
Task Slngllel-labfel Multll-llab('el ——  multiple

Classification Classification sounds

Audio spectrogram transformer (AST)

Yuan Gong et al., *Audio Spectrogram Transformers", Interspeech 2021

~1000 patches

per 10 second audio

Audio spectrogram transformer (AST)

Yuan Gong et al., *Audio Spectrogram Transformers", Interspeech 2021

~1000 patches

per 10 second audio

Audio spectrogram transformer (AST)

Yuan Gong et al., *Audio Spectrogram Transformers", Interspeech 2021

~1000 patches

per 10 second audio




Audio spectrogram transformer (AST)

Encodes patch position
T o+ o + ¥
Global classification token |
Patch Projection ]
L L LT L
‘am

~1000 patches
per 10 second audio

25
Yuan Gong et al., *Audio Spectrogram Transformers", Interspeech 2021

Audio spectrogram transformer (AST)

Transformer

(
.
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Multi-Head
Attention

Embedded
Patches

Patch Projection ]

Ashish Vaswani et al.,
“Attention is all you need"’,
2017

Transformer layer

Yuan Gong et al., *Audio Spectrogram Transformers", Interspeech 2021

T2 s R

~1000 patch

es

per 10 second audio

Audio spectrogram transformer (AST)
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Yuan Gong et al., “Audio Spectrogram Transformers”, Interspeech 2021 7 *
Advantage of AST: long-range dependencies
Speech General Audio
) Elementary units Phonemes N/A
o)
. Unlimited
# Classes ~40 for English 527 for AudioSet
Duration Typically < 300ms Up to a few seconds
Pattern Structured Diverse & Complex
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Advantage of AST: dynamic attention

insect [

)

- Owl
- Hoot
- Animal
- Bird
- Insect

Attention Map of Head 2

AST is a data-driven model

..........................
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f—> E Transformer Layer 12 ) E
Transformer : :
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i | )
i [ Transformer Layer 2 ] : Architecture
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= — ) “‘E ( Transformer Layer 1 ) i
L ﬂ 2. - . e No hand-crafted features
BEEER e Do not rely on assumptions about the data

Let the data speak for themselves

AST is a data-driven model
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No free lunch! A
We need more data to train the model

Do not rely on assumptions about the data
Let the data speak for themselves

LEEm . ‘ e No hand-crafted features
L]

The data issue

Conventional supervised learning

% R8T " ST AST

C) Sound Class

N e
labeled data (audio, sound class) are expensive!
Can we learn from unlabeled data?

Audio self-supervised learning

Stage 1: Self-supervised pretraining

Large-scale unlabeled data

R e 00 AR W

Random masking, no human annotation required

Audio self-supervised learning

Sta|

Why this work?
La

If the model can perfectly complete this task, what does it mean?

Self-supervised learning task (proxy task):
Predict the original spectrogram from the masked spectrogram




Audio self-supervised learning

This sound features rise and fall in pitch

The model learns the spectrogram pattern
The model does not associate the pattern with sound class

This sound features wide-band noise .

Audio self-supervised learning

Stage 1: Self-supervised pretraining

Large-scale unlabeled data

Audio self-supervised learning

Stage 1: Self-supervised pretraining

Large-scale unlabeled data

Stage 2: Supervised finetuning

F A ST

Small-scale labeled data

AST C) Sound Class

Audio self-supervised learning

=
This sound features rise and fall in pitch
Cricket

o(ast]o

This sound features repetitive, high-frequency tones

o(ast]o

This sound features wide-band noise P

Vacuum
o Cleaner

Audio self-supervised learning

(=)
Siren sound features rise and fall in pitch
Cricket

o(ast]o

Cricket sound features repetitive, high-frequency tones

o(ast]o

Vacuum cleaner sound features wide-band noise a1

Vacuum
o Cleaner

Surprisingly strong reconstruction ability
Original Spectrogram

Reconstruction ability serves merely as a sanity check
Ultimately, we care about the performance in sound classification |.,




Improvement led by self-supervised learning (SSL)

Unified speech and non-speech recognition

0.30 —e— W/0 SSL, Ir=5e-5
= —+— w/o SSL, Ir=5e-4
< 025 —— w/o SSL, Ir=5¢-6
SSL pretrain data: E o2 == w/ SSL, Ir=5e-5
2M unlabeled audios §
Fine-tuning data: © 0.15
20K (1%) labeled audios | E
£ 010
9}
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Training Epochs
Yuan Gong et al., “Self-sup d Audio ", AAAL 2022 “ Yuan Gong et al., “Whisper-AT: Noise-Robust Automatic Speech are Also Strong Audio Event Taggers”, Interspeech 2023. “
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Part 1 Summary

e From speech recognition to general sound recognition
o A new model for general sound recognition - AST

e Leverage unlabeled data to enhance AST performance
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e Responsible audio AGI

There is one thing missing...

No thinking and understanding ability!

We only modeled listening ability

Human cognitive ability

[Listen] High-frequency crackling noises, intermittent ] perceive
low-frequency pops.

[Think] Could be some burning or frying or arcing
sound.

[Think] Combined with the speech, it is a cooking
sizzling sound.

[Understand] A hands-on cooking class.

[Emotion, Action] Hungry, what should | eat for lunch? <~ understand

51

Human cognitive ability

[Listen] High-frequency crackling noises, intermittent ] perceive

e We do more than just listen; we also comprehend sounds.

e Our comprehension integrates speech and non-speech
sounds.

Can we make Al having a similar understanding ability?

[Emotion, Action] Hungry, what should | eat for lunch? understand

52

Conventional training won't work

audio1 — — class 5

audio2 —» Audio
Model

—> class 111
audio3 — —> class 27

« J
Y

"Listening" model only knows class indices, not sounds

Conventional training won't work

audio1 — — class 5 (cat)
audio2 — Audio — class 111 (glass breaking)
Model
audio3 — — class 27 (music)
AN J
Y

"Listening" model only knows class indices, not sounds




Conventional training won't work
"cat's meow is soft" knowledge about sound
(cat)
(glass breaking)

(music)

what we need to model
additionally

Conventional training won't work

"cat's meow is soft" knowledge about sound
"cat may cause glass to break" common sense

(cat)

(glass breaking)

(music)

what we need to model
additionally

Conventional training won't work
"cat's meow is soft" | knowledge about sound

"cat may cause glass to break" | common sense

(cat)
(glass breaking)

(music)

what we need to model
additionally

Conventional training won't work

knowledge about sound

common sense

(cat)
Text-based large language models can
model these (glass breaking)
(music)

what we need to model
additionally

Pure language LLMs already have knowledge about sounds

What is the acoustic feature of dog barking?

@ The acoustic features of dog barking vary by breed, individual dog, context, and emotion
conveyed. However, several common acoustic features can be identified in dog barks:

1. Frequency: Dog barks can range widely in frequency. Small breeds tend to have higher-
pitched barks, while larger breeds generally produce lower-pitched barks. The fundamental
frequency (or pitch) of a dog's bark can range from as low as 160 Hz for large dogs to as
high as 2632 Hz for small dogs.

2. Duration: The duration of individual barks can vary, but a typical single bark lasts between
01to1second.

3. Harmonic Structure: Like human voices, dog barks contain harmonics or overtones. The
relationship and amplitude of these harmonics compared to the fundamental frequency
can contribute to the unique sound of each bark.

Pure language LLMs already have knowledge about sounds

4,

<)

o

il

©

Temporal Pattern: Dogs can vary the rate and pattern of their barks. Rapid barking might
indicate alarm or urgency, while sporadic barking might be more investigatory or attention-
seeking.

Amplitude (Loudness): The loudness of a bark can convey different emotions or intents. A
loud bark might be used for warnings or threats, while softer barks might be more
inquisitive or playful.

Tonal Quality: Some barks are more tonal (having a clear pitch), while others might be more
noisy or harsh. This can also contribute to the emotional content of the bark.

Modulation: Barks can have variations in pitch and volume. A bark that rises in pitch might
convey a question or be more attention-seeking, while one that falls might be more
commanding or assertive.

Context-specific Characteristics: Dogs can produce different barks in different contexts.
For instance, a bark at a stranger might be different in quality and pattern from a bark when
the dog is left alone or hears a peculiar noise. 60




Pure language LLMs already have knowledge about sounds

Cheetah

“Small” language model (LaBSE) gives wrong answer
%2 Sentence Similarity
Source Sentence
Sound of cheetah

— 0.771

Sound of cat

least similar x
most similar x

—_— 0.821

Sound of tiger

.77
Sound of lion 9:773

Understandable, this needs complex reasoning:
"Roaring cats (lions, tigers, jaguars, and leopards) have an incompletely ossified hyoid, which in theory allows
them to roar but not to purr. Cheetahs belong to the purring cats subfamily and as such do not roar."

Feng et al. Languag

tic BERT sentence ACL 2022

Pure language LLMs already have knowledge about sounds
Is Cheetah sound more closer to cat sound or tiger sound? Why?

@ When comparing the sounds of cheetahs to those of domestic cats and tigers, the

vocalizations of cheetahs are morelakin to domestic cats.JHere's a breakdown:

1. Purring:
* Cheetah: Cheetahs are one of the few big cats that purr in a manner similar to domestic
cats. Their purring is continuous, occurring during both inhalation and exhalation.
* Domestic Cat: Domestic cats purr in much the same way, during both inhalation and
exhalation.
* Tiger: While tigers can produce a purring sound, it's different from the continuous purr
of cheetahs and domestic cats. It's generally not as sustained and tends to occur mainly

during the exhalation. N

Bridging sound perception and understanding
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Bridging sound perception and understanding
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Bridging sound perception and understanding

Listen, Think, and Understand
(LTU)

Yuan Gong et al., “Listen, Think, and Understand", ICLR 2024 66
Yuan Gong et al., “Joint Audio and Speech Understanding”, ASRU 2023 (Best Paper Finalist)




Can we just concatenate an audio model and an LLM?

Text Labels

Audio Tag: Speech;

Audio stir; frying... Large Cooking
Model - “This is ni LEngEge and speech
Speech: “This is nice Model

and hot, about medium
high...”

[ What did you hear? ]

Can we just concatenate an audio model and an LLM?

Text Labels

Audio Tag: Speech;

: stir; frying... Large
i o o S b Language (~ 777
Speech: “This is nice Model

and hot, about medium
high...”

Y
Audio = Text
Highly Lossy Conversion

Speaker gender?
Speaker emotion?
Sound feature?
Loudness?

Which sound comes first?

Continuous acoustic features are needed

‘
1 Encodes speech content
|
| Speech: “This is nice
I and hot, about medium
S Large
Audio i |nigh... Lan L?a .
Model [ i_== == Vedol
“ Encodes everything else

|
( i Continuous
N Feature Vector
\

Paralinguistics
Non-speech audio events
Fine-grained information

LTU model architecture

Input ‘ W

Audio Task Instruction (Question)

What can be inferred from the audio?

LTU model architecture

Continuous
acoustic

features T

Audio
Encoder

What can be inferred from the audio?

Audio Task Instruction (Question)

LTU model architecture

Continuous
acoustic

features T

@& -

T+
Spoken Text
- =

["itis nice and |
Ly
Audio Audio
Encoder |™”| Decoder

What can be inferred from the audio?

Audio Task Instruction (Question)




LTU model architecture

LTU model architecture
Audio input is "foreign language" to LLaMA
< ~

LLaMA Large Language Model

/
LLaMA Large Language Model ] 0Q Meta [ |
Continuous Continuoys
acoustic (s1] (s2) -~ acoustit‘:\"'/ (s1] (s2) -~
features T Spok;\ Text [ Ui rge”;nﬂ features = T - Spok;\ Text [ it rge”:n oo
T L hot... J T L hot... J
Audio Audio Audio Audio
Encoder - Decoder Encoder - Decoder
e g U
Input W What can be inferred from the audio? Input W What can be inferred from the audio?
Audio Task Instruction (Question) N Audio Task Instruction (Question) T

LTU training objective

Answer Awomanis giving a cooking lesson.
[32, 5333, 374, 7231, 264, 17677, 18228, 627]
[ T I R P

LLaMA Large Language Model

Token-wise Cross Entropy Loss

with Teacher Forcing
Maximize P(On|O1:n-1, A)

LTU training data

Answer Awomanis giving a cooking lesson.

(Audio, Instruction (Question), Answer) Tuples

Continuous
acoustic @
features T Spok; _— Ctis rEanrﬂ
|
Audio Audio
Encoder |™”| Decoder
A
Input ! W What can be inferred from the audio? Input ! W What can be inferred from the audio?
Audio Task Instruction (Question) - Audio Task Instruction (Question) o

LTU training data

Answer Awomanis giving a cooking lesson.

(Audio, Instruction (Question), Answer) Tuples

Closed-ended AQAs are easy to generate

Sound Events
(from AudioSet dataset):
Ambulance siren: [0.0s-1.0s]
Traffic noise: [0.0s-10.0s]
Accelerating: [2.0s-10.0s]

Audio Caption
(from AudioCaps dataset):
An ambulance siren echoes
while traffic noise fades, and

Answering (AQA)

unify all tasks as Audio Question

we do not have such training data!

an engine revs.

Labels of Existing Datasets

What can be inferre

Task Instruction (Question)




Closed-ended AQAs are easy to generate

Audio Event Classification
Question: Classify the sound events in the
audio clip.

Answer: Ambulance (siren); Traffic noise,
roadway noise; Accelerating, revving, vroom;
Generic impact sounds.

Sound Events
(from AudioSet dataset):
Ambulance siren: [0.0s-1.0s]
Traffic noise: [0.0s-10.0s]

Accelerating: [2.0s-10.0s] Rule-Based

Algorithm

Audio Caption
(from AudioCaps dataset):
An ambulance siren echoes
while traffic noise fades, and
an engine revs.

Audio Captioning
Question: Write an audio caption describing
the sound.
Answer: An ambulance siren echoes while
traffic noise fades, and an engine revs.

n Closed-Ended
Labels of Existing Datasets I:> Audio Question Answer (AQA) Tuples

79

If we train LTU with only closed-ended AQAs

On Seen Tasks:

Audio Event Classification
Question: Classify the sound events in the
audio clip.

Answer: Female speech, woman speaking;
Stir; Cutlery, silverware; Dishes, pots, and

pans; Breathing

Audio Captioning

Question: Write an audio caption.

Answer: A woman speaks while frying food in
a pan with background noise from a kitchen or
dining room

Looks Good!

If we train LTU with only closed-ended AQAs

On Seen Tasks: But on unseen tasks:

Audio Event Classification
Question: Classify the sound events in the Question: Describe the acoustic features you

audio clip. heard.

Answer: Female speech, woman speaking; Answer: Female speech, woman speaking;

Stir; Cutlery, silverware; Dishes, pots, and E:> Stir; Cutlery, silverware; Dishes, pots, and x
pans; Breathing pans; Breathing

Audio Captioning

Question: Write an audio caption. Question: What is the gender of the speaker?
Answer: A woman speaks while frying food in Answer: A woman speaks while frying food in x
a pan with background noise from a kitchen or E> a pan with background noise from a kitchen or

dining room dining room

Looks Good! ... The model cannot generalize!

Closed-ended AQAs cannot train a generalized model

Question Space

Closed-ended AQAs cannot train a generalized model

(]
Unseen Question

Question Space

Ideally...

Question Space




Ideally...

This is hard
Rule-based method = not diverse enough
Human = cannot scale up

Question Space

Rule-based algorithm cannot generate open-ended AQAs

Sound Events
(from AudioSet dataset):
Ambulance siren: [0.0s-1.0s]
Traffic noise: [0.0s-10.0s]
Accelerating: [2.0s-10.0s]

Audio Caption
(from AudioCaps dataset):
An ambulance siren echoes
while traffic noise fades, and
an engine revs.

Algorithm

/
Eb Rule-Based
\

Audio Event Classification
Question: Classify the sound events in the
audio clip.

Answer: Ambulance (siren); Traffic noise,
roadway noise; Accelerating, revving, vroom;
Generic impact sounds.

Audio Captioning
Question: Write an audio caption describing
the sound.
Answer: An ambulance siren echoes while
traffic noise fades, and an engine revs.

_n Closed-Ended
Labels of Existing Datasets I:> Audio Question Answer (AQA) Tuples

86

Audio instruction generation with GPT assistant

Sound Events
(from AudioSet dataset):
Ambulance siren: [0.0s-1.0s]
Traffic noise: [0.0s-10.0s]
Accelerating: [2.0s-10.0s]

Let GPT
"brainstorm" the
AQAs

Chat-GPT
Model

f

Audio Caption
(from AudioCaps dataset):
An ambulance siren echoes
while traffic noise fades, and
an engine revs.

Labels of Existing Datasets

A closer look at the GPT prompt

GPT Prompt

Based on the audio clip, generate 10 different types of complex open-ended
questions that require step-by-step thinking, and corresponding answers.

The following information is provided: the sound events appear in the audio clip,
together with its acoustic features, and corresponding onset and offset time
stamps. A description of the content of the audio clip is also provided.

Questions should be about the audio, e.g., which sound event is recognized and
why (e.g., based on its acoustic feature), what can be inferred based on the
combination of sound events; the temporal relationship between the sound events
and what can be inferred from that; the potential scenario that such an audio clip
could happen, if the audio clip is special (e.g., urgent, funny, interesting, abnormal,
unique, etc) and why, what mood or atmosphere this audio clip conveys, etc.

The more complex and diverse the question, the better.

Task

Provided
Information

Sample
Questions

Requiremengs

Audio instruction generation

Sound Events
(from AudioSet dataset):
Ambulance siren: [0.0s-1.0s]
Traffic noise: [0.0s-10.0s]
Accelerating: [2.0s-10.0s] Chat-GPT

Model

f

Audio Caption
(from AudioCaps dataset):
An ambulance siren echoes
while traffic noise fades, and
an engine revs.

Labels of Existing Datasets

Audio instruction generation

Sound Events
(from AudioSet dataset):
Ambulance siren: [0.0s-1.0s]
Traffic noise: [0.0s-10.0s]
Accelerating: [2.0s-10.0s]

Audio Caption
(from AudioCaps dataset):
An ambulance siren echoes
while traffic noise fades, and
an engine revs.

Chat-GPT
Model

f

Labels of Existing Datasets

Question: What is the acoustic feature that
distinguishes the sound of the ambulance siren
from the generic impact sounds?

Answer: The acoustic feature that distinguishes
the sound of the ambulance siren from generic
impact sounds is that the former is high-pitched
and wailing, while the latter is loud and sharp.

Question: What can be inferred from the fact that
traffic noise fades while the ambulance siren
echoes?

Answer: It can be inferred that the ambulance is
approaching or near the location where the audio
clip was recorded, and that the traffic is yielding
to the emergency vehicle.

Qi ion: What mood or
audio clip convey?
Answer: The audio clip conveys a sense of
urgency, due to the sound of the ambulance siren,
mixed with a sense of a busy, noisy environment,
due to the sound of traffic noise.

does the
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Question: What is the acoustic feature that distinguishes the sound Question: What is the acoustic feature that distinguishes the sound
of the ambulance siren from the generic impact sounds? of the ambulance siren from the generic impact sounds?
Answer: The acoustic feature that distinguishes the sound of the Answer: The acoustic feature that distinguishes the sound of the
. . . . Sound low-level . . . . Sound low-level
ambulance siren from generic impact sounds is that the former is ambulance siren from generic impact sounds is that the former is
high-pitched and wailing, while the latter is loud and sharp. high-pitched and wailing, while the latter is loud and sharp.
Not in original label
Generated based on ChatGPT’s knowledge
abstract abstract
Voo Ve
Sound low-level Sound low-level
Question: What can be inferred from the fact that traffic noise fades
while the ambulance siren echoes?
Answer: It can be inferred that the ambulance is approaching or near Understand Understand
the location where the audio clip was recorded, and that the traffic is
ielding to tF e
T Question: What mood or atmosphere does the audio clip convey?
Not in original label Answer: The audio clip conveys a sense of urgency, due to the
Generated based on ChatGPT’s common sense abstract sound of the ambulance siren, mixed with a sense of a busy, noisy ~ |Mood abstract
environment, due to the sound of traffic noise.
. ™

Generated open-ended questions are diverse

100 4963 .22.0 — EEE Questions -
B mmm Answers
Z 804
2
9
3
g 60
i
°
& 404
©
€
S 20
z
2.9
o 0.8 0.9 | 0.2
1 2 3

Number of Occurrences

96.3% questions and 99.0% answers appears only once

Ideally...

Question Space




9.6 million AQAs in total
e 3.0 million closed-ended AQAs generated by
rule-based method
e 6.6 million open-ended AQAs generated by
GPT-assisted method
e Using 13 existing datasets
e 1 million audio clips

Revisit the cooking demo

Question: What is the gender of the speaker? Why?
Answer: The speaker is female because her voice has a
higher pitch than most male voices.

Question: Describe the acoustic features you heard.
Answer: The audio clip contains the sound of frying food in a
small room with high reverberation and low frequency
sounds.

Question: What do you feel when you hear this?
Answer: The sound of frying food can evoke hunger or
nostalgia for some people, while others may find it
unpleasant or annoying.

Demo of environment understanding

Question: What is the weather?
Answer: It is likely to be windy or rainy due to the sound of
the wind and rain falling.

Question: Where could this audio be recorded?
Answer: This audio could be recorded in a busy urban area.

Question: What should | do when | hear this, why?

Answer: When you hear this, you should move to the side of
the road and stay there until the emergency vehicle has
passed. This is because the sound of an emergency vehicle
is a warning signal that something is happening and you
should stay out of the way to avoid accidents or injuries. o

)

Demo of emotion recognition

Question: What is the emotion of the speaker? Why?

Answer: Based on the speech content, the speaker seems to express anxiety or
nervousness about public speaking. The high pitch and fast speed suggest
excitement or tension as well. Therefore, the emotion of the speaker can be
inferred as nervousness or anxiety.

Demo of emotion recognition

)

Question: What is the emotion of the speaker? Why?

Answer: Based on the speech content, the speaker seems to express anxiety or
nervousness about publicfspeaking. The high pitch and fast speed suggest
excitement or tension as/well! Therefore, the emotion ofAhe speaker can be
inferred as nervousnesg or anxiety.

Speech content Acoustic feature

Demo of emotion recognition

)

Question: What is the emotion of the speaker? Why?

Answer: Based on the speech content, the speaker seems to express anxiety or
nervousness about public speaking. The high pitch and fast speed suggest
excitement or tension as well. Therefore, the emotion of the speaker can be
inferred as nervousness or anxiety.

Question: Provide the speaker 5 suggestions.

Answer: 1. Take a deep breath before speaking. 2. Practice public speaking
regularly. 3. Use humor or lightheartedness to ease nerves. 4. Focus on the
audience rather than yourself during speeches. 5. Seek feedback from others to
improve your delivery.
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Demo of music understanding 6 Spotify

Question: What did you hear? Answer: Music, punk rock.
Audio Response R
. e . . Fawude xa Embeddings . This song is in the key of F minor. The
Question: Why the music is rock? Consider both lyrics and sounds. - - fompo s 121.6 beats per minute (BPM).
. . . . . | .
. Audi Y
Answer: The music has a strong beat, distorted guitar riffs, and aggressive vocals w E“:“‘I’O'Jrr:]”"“ﬂ’m fE— s Tiston o the mUsic i, | hear  sting quar playing In 3
. s . : H (frozen) . lively d ti . The piece begir ith the violi
that are typical characteristics of rock music. The lyrics also contain themes of oS - [ e e e,
. . . . . 3 H H tes played include F6, A#6, C7, and F5, ti ir
«© | rebellion and defiance which align with the genre’s cultural significance. Language e e e R T
Languags Instruction X ot (P'f-:::.la cello, and viola creates a rich and dynamic sound. [..]
q exi and
. . . . . . . Embeddings
Question: Is this music appropriate to play in a primary school? e fnetuned) T compostion s eproeriae of e Sarogie oo sever
Answer: No, the lyrics and overall tone are not suitable for children. :'“h‘":""":d - R e
escribe the prov - Second, the i the piece, with its i
audio in detail. | =] and minor chords, reflects the tonal system that was prevalent
Question: What mood does this music convey? - e e
Answer: The music conveys a rebellious and energetic mood with its fast-paced S0 ot oxproesve e Siihe Barvaloore
tempo and aggressive guitar riffs. The lyrics also add to the sense of rebellion. ,, Joa
Gardner et al., "Llark: A multimodal foundation model for music", arxiv 2023

Demo of information extraction Demo of unseen language

Question: What did you hear? Question: RUTE| T 1+ ? (What did you hear?) [Instruction in unseen language]

Answer: A train is moving and a man is speaking.
Answer: Subway, metro, underground. 9 P 9

Question: Can you translate the spoken text into Chinese? [Unseen task]

Question: What spoken text is heard? Answer: The spoken text is "Transfer point for the Metropolitan Purple Line to
Answer: The spoken text is “This is the transfer point for the Metro Purple Busselton West. Boarding platform is located downstairs. This train's destination
Line to Wilshire Western. Boarding platform is located downstairs...” is Union Station. Please proceed to the boarding platform and present your
) <) |ticket at the fare gate when boarding.' The translation would be '& ik s g KR
) - ) ) MHRBLINRERR, FLT TR, XRINEMNEBREE ML, FEMRITA
. ? v IVIRY Iy '
Question: Which line does this station transfer to? B S A 0

Answer: The transfer point is to the Metro Purple Line.
Question: XYFZEHILE SIETEME ? AP XE% . (What is the destination?

Question: What should | do if | hear this? Answer in Chinese) [Unseen task and language]
Answer: You should board the next train and proceed to your destination. Answer: This train's final destination station is in Union Station. X ¥ ZE#4% s ik
105 7£ Union Station, 106

Formal evaluation

Quick Demo of Listen, Think, and Understand (LTU)

tTuisa d 3 dio.[Paper] (Github
u by Yuan Gong, Hongyin Luo, Alexander H. L d Lab).
Notel1 i

Closed-Ended Tasks

" R e Evaluated on 15 major benchmarks
Audioset ealuation et i o 23.6% improvement over previous SOTA
e First generative model

Audio Meta Information

10,03 second: of 1 te: 16000

Drop Audio Here

; i Open-Ended Tasks
Clktaplond e Subjective Evaluation (Amazon Mechanical
o Turk)
T e hich e 476 independent human evaluators
auestion e 82.9% correct rate
Why thisaudi sfun? Flag ® 74.9% of human evaluators rate LTU
answers are better than human-crafted
answers.




Formal evaluation
)

Q: "What type of sound is it?"

LTU Answer: "The audio clip
contains the sounds of a train,
clickety-clack, and steam whistle
blowing at a high pitch."

Human Answer: "It was train
moving sound."

® 74.9% of human evaluators rate LTU
answers are better than human-crafted

answers.

Advantage of LTU - 1/ understanding

LTU jointly understands
spoken text
speech paralinguistics (e.g., emotion)
non-speech audio events

almost everything in audio

110

Advantage of LTU - 2/ broader capacity

I
Emotion classification | | Emotion classification ]
model 1 task
|

1
1
large dataset :
1

Pretrained Music classification Music classification ]

model 1 task

1
— |
BEsechliEcoaniton ]—:—»[ Speech recognition task ]

1
1
1

: model

1 1

! Fine-tuning :

Conventional ! e technically non-trivial 1

transfer : e computationally expensive :

. 1 e prone to overfitting !

learning 1 I

11

Advantage of LTU - 2/ broader capacity

I

1 ion classification
emotion? J 1 task

|

1

“what is the aén_ré of i Music classification
____themusic? ___, 1 task
1
_______________ 1

1
1
transcribe the ! e
| ————L~{ Spoech recogmton e
X I__ speech into text?_ ! " Speech recognition task
1 1
: Prompt in Natural Language :
1 e high usability 1
1 1
1 1
1 1
1 1

1
1
large dataset :
1

e generalize to open-ended tasks
e less prone to overfitting

LTU

12

LTU is a step closer to artificial general intelligence (AGI)

LTU jointly understands

1/ spoken text
Understanding | speech paralinguistics (e.g., emotion)
non-speech audio events

! ‘what is _tl;e_s_p-eék-e?'g b Emotion classification
..... emotion? ___, task

LTU .' “what is the aén_ré of 1 Music classification
Model ' ___themusic? ___, task
g -
2l . transcrlbe the | Speech recognition task
Broader capacity '__speechinto text?__,

13

From a broader perspective...

There are many signals:

¢ Audio signals For many natural signals, we desire:

e Electrical signals

Specialized General

e Environmental signals Perception

Model

e Biosignals
e Vision signals
and many others ...

14




Outline

Part 1 Part 2

Part 3

Listen Understand

Future Research

General audio Audio large language model o

recognition
L]

Advancing audio AGI

Responsible audio AGI

e Audio AGI for social good

115

Future Research
# 1 Advancing Audio AGI

116

Further unify audio generation

1/ Supports all audio tasks

Supports

We modeled listening and understanding

We still left sound generation ability

17

audio
text

LTU

classification
understanding
audio question answering

Potential Funding Sources: NSF-IIS / Industry Sponsorship and Award

18

1/ Supports all audio tasks

. Supports
audio text o classification
text Model e understanding
e audio question answering
After adding generation ability
Further supports
) . e audio = audio
audio LTU-Gen audio o speech enhancement/separation
text Model text e text = audio
o text-to-speech synthesis

o text-based sound generation

arbitrary combination
Almost all audio tasks!

Potential Funding Sources: NSF-IIS / Industry Sponsorship and Award e

2/ Reforming audio Al training
millions of (audio, label) pairs
LTU

Model

Learn from samples

Potential Funding Sources: NSF-IIS / Industry Sponsorship and Award

generate

[

LTU-Gen LTU-Gen
Model Model

)

)

understand

Self-play training

120




Future Research
# 2 Audio AGI for Health

Audio Al for Health

e Speech is usually an early sign of Autism
Spectrum Disorder, Parkinson's Disease,
Frontotemporal Dementia, and many other
diseases

e Speech can serve as a non-invasive,
convenient, and low-cost biomarker

Audio Al for Health . .
udio orriea Amyotrophic Lateral Sclerosis
(ALS)
0
Which is abnormal? 2018 November
Why?
7 months
0
The second recording is abnormal S 2019 June
e Slurred speech
e Irregular rhythm

Amyotrophic Lateral Sclerosis

(ALS)
motor neurons gradually degenerate
=
loss of voluntary muscle movement
= Healthy molarl
neurons stimulate
difficult to articulate words muscles to contract -
=
speech becomes slurred and slow Huscle
ALS kills motor

eventually
paralyze

Previous work

it | | 111]]]
\‘I‘I \‘III T TR
|

Emotional Disorder Detection

Dementia Detection

Yuan Gong et al., "Topic Modeling Based Multi-Modal Depression Detection” ACM-MM Audio/Visual Emtion Challenge and Workshop, 2017. (Challenge Winner)
Yuan Gong et al., "Automatic Autism Spectrum Disorder Detection Using Everyday Vocalizations Captured by Smart Devices”, ACM-BCB 2018

Yuan Gong et al., “Continuous Assessment of Children's Emational States Using Acoustic Analysis”, ICHI 2017.

Nauman Dawalatabad, Yuan Gong et al., "Detecting Dementia from Long Neuropsychological Interviews", Findings of EMNLP 2022.




Conventional Al

Prediction

e Small speech health datasets = Bad generalization
e Only prediction is given = Not transparent

Potential Funding Sources: NIH / Pharmaceutical Companies

Conventional Al

Prediction

e Small speech health datasets = Bad generalization
e Only prediction is given = Not transparent

We input less (tiny dataset) to the model
and expect more (reliability) from it!

Potential Funding Sources: NIH / Pharmaceutical Companies

Do we have to fully rely on speech health datasets?

Recall that:
e \We can identify which recording is abnormal without knowledge of ALS

e After learning about ALS, we can associate speech patterns with ALS

[Humans not need learn from a large speech health dataset}

Potential Funding Sources: NIH / Pharmaceutical Companies

Audio AGI for health

[ LTU Model ]
it it

Speech
General Fluency

Speech

Dataset

Datasets
Medium

Huge Speech patterns learned from
general speech datasets

Potential Funding Sources: NIH / Pharmaceutical Companies

Audio AGI for health

ALS causes speech changes including

[ LTU Model extended pauses, slurred speech, and
kD N diminished voice quality, reflecting muscle
weakness and reduced respiratory control.

Speech Health knowledge injected in text form

General Fluency

Speech

Dataset e.g., as a prompt

Datasets
Medium

Huge Speech patterns learned from
general speech datasets

Potential Funding Sources: NIH / Pharmaceutical Companies

Audio AGI for health

e . “The speech is characterized by slurring and
Prediction and Explanation a slower rate, which suggest ALS.”

I

ALS causes speech changes including

[ LTU Model extended pauses, slurred speech, and
kD N diminished voice quality, reflecting muscle
weakness and reduced respiratory control.

Speech Health knowledge injected in text form

General Fluency

Speech

Dataset e.g., as a prompt

Datasets
Medium

Huge Speech patterns learned from
general speech datasets

Potential Funding Sources: NIH / Pharmaceutical Companies 132




Audio AGI for health

e . “The speech is characterized by slurring and
Prediction and Explanation a slower rate, which suggest ALS.”

ALS causes speech changes including
extended pauses, slurred speech, and

LTU Model
kD N diminished voice quality, reflecting muscle
o] weakness and reduced respiratory control.
Health knowledge injected in text form

Health
Dataset

Speech
Fluency
Dataset

e.g., as a prompt

General
Speech

Tiny
(for validation)

Datasets

Medium

Speech patterns learned from

Huge
general speech datasets
133

Potential Funding Sources: NIH / Pharmaceutical Companies

Future Research
# 3 Responsible Audio AGI

134

Responsible audio AGI - security

ap AP News
= hitps//apnews.com > article » new-hampshire-primary-bi...

Fake Biden robocall being investigated in New Hampshire
Jan 22, 2024 — New Hampshire officials are investigating reports of an apparent robocall that

used Al to mimic President Biden's voice before the primary ...

Potential Funding Sources: NSF-SaTC / DoD / DoJ

Responsible audio AGI - security

|
| _ R

Only speech from a live speaker should be accepted as legitimate
136

Yuan Gong et al., "ReMASC: Realistic Replay Attack Corpus for Voice Controlled Systems”, Interspeech 2019. (Best Student Paper Nomination)

Responsible audio AGI - security

ap AP News
= https//apnews.com » article » new-hampshire-primary-bi...

Fake Biden robocall being investigated in New Hampshire
Jan 22, 2024 — New Hampshire officials are investigating reports of an apparent robocall that

used Al to mimic President Biden's voice before the primary ...

e Audio watermarking

e Deepfake detection
e Adversarial attacks and data poisoning
e Policies for responsible use of audio Al

Potential Funding Sources: NSF-SaTC / DoD / DoJ

Responsible audio AGI - fairness and trustworthiness

Fairness
Existing models are mostly English-centric

[ ]
Models may bias against minority groups

Trustworthiness
e Hallucination
e Not good at tasks requiring high reliability

Potential Funding Sources: NSF-SaTC / DoD / DoJ




Revisit this sample

Question: #RIFE| T 4. ? (What did you hear?) [Instruction in unseen language]
Answer: A train is moving and a man is speaking.

Question: Can you translate the spoken text into Chinese? [Unseen task]
Answer: The spoken text is 'Transfer point for the Metropolitan Purple Line to
Busselton West. Boarding platform is located downstairs. This train's destination
is Union Station. Please proceed to the boarding platform and present your
ticket at the fare gate when boarding.' The translation would be '&6iifi 5= o K&
THRELINRERR, FLT TR, XRIEMNEBREE ML, HEMRITA

A& EF i AZL,

Question: XYFZEHILE SIETEME ? AP X/E%, (What is the destination?
Answer in Chinese) [Unseen task and language]

Answer: This train's final destination station is in Union Station. iX BT ZE B94& = ik
7£ Union Station, 139

Revisit this sample

Problem:

The model is a strong preference to speak English
Question: XYFZE#ILE SIEEME ? AP XE%, (What is the destination?
Answer in Chinese) [Unseen task and language]

Answer: This train's final destination station is in Union Station. iX I Z B94& & it
7£ Union Station, 140

Responsible audio AGI - fairness and trustworthiness

Fairness
e Existing models are mostly English-centric

e Mainly due to training data, but hard to be solved by
collecting multi-lingual data.
o Need a deep integration with translation systems

Potential Funding Sources: NSF-SaTC / DoD / DoJ

Revisit this sample

Question: Can you translate the spoken text into Chinese? [Unseen task]
Answer: The spoken text is "Transfer point for the Metwopokitan-Purple Line to
Busselton West. Boarding platform is locateet @ownstairs. This train's destination
is Union Station. Please proceed}@thefboarding platform and present your
ticket at the fare gate when bedfding.' The translation would be 'tk & J KB
TEBEMHEAST, T T TR X RIIE B 250, EEMEIO
AR R HEAEL,

Problem:
Purple Line is mistranslated as " 4%" (Green Line)

Responsible audio AGI - fairness and trustworthiness

e Hard to be completely solved by pure neural-based methods
e Require neural-symbolic methods

Trustworthiness
e Hallucination
e Not good at tasks requiring high reliability

Potential Funding Sources: NSF-SaTC / DoD / DoJ

Responsible audio AGI

Responsible Speech Foundation Models

Indeed, their superic SR. For instance,
o " i the

motions 2], and accents 3], whil Besides this, foundatic

2 Furthe
— et " G N ” ’ d ages). enhancii
. usinga TTS i use for
surveillance), and addressing various other aspects.
i Furth infine wi d Beyond
theme, we ak B ” Pand ML whi i estisati » 7

irections.id 5 ) o
NLP/ML L

Interspeech 2024 Special Session

Potential Funding Sources: NSF-SaTC / DoD / DoJ It




My research vision

Develop Audio and Speech AGI that

not only has stronger perception, understanding, and generation
capabilities

but also to be safer and more socially beneficial

Audio AGI and other ECE areas

Signal Processing Image Processing

Audio
AGI

Machine Learning System Design

Acknowledgements

‘ ‘ ’ ‘ ’ MIT-IBM
Watson
Al Lab

Leonid Karlinsky
MIT-IBM Lab

Alexander H. Liu Hongyin Luo

Jeff Cheng-l Lai James Glass
MIT

Yu-An Chung
Meta MIT

®ignify




