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The evolution of machine audio perception
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But speech is just a small fraction of general sounds




Unify speech and non-speech recognition
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Yuan Gong, Sameer Khurana, Leonid Karlinsky, James Glass. "Whisper-AT: Noise-Robust Automatic Speech Recognizers are Also Strong General Audio Event Taggers." Interspeech 2023.



Connect audio and visual perception
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Andrew Rouditchenko, Yuan Gong, Samuel Thomas, Leonid Karlinsky, Hilde Kuehne, Rogerio Feris, James Glass, “Whisper-Flamingo: Integrating Visual Features into Whisper for Audio-Visual Speech Recognition and Translation”, Interspeech 2024 (to appear).



Connect audio and visual perception
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Andrew Rouditchenko, Yuan Gong, Samuel Thomas, Leonid Karlinsky, Hilde Kuehne, Rogerio Feris, James Glass, “Whisper-Flamingo: Integrating Visual Features into Whisper for Audio-Visual Speech Recognition and Translation”, Interspeech 2024 (to appear).



Despite modern audio perception models coming close to, or even surpassing,
human capabilities, they do not understand the (implicit) meaning of sounds

Human Cognitive Abilities

Sound of a cat = Cute animal, probably requesting food

Sound of a tiger = Dangerous; run!

"What great weather today!" => ldeal day for travel with sunny skies



Despite modern audio perception models coming close to, or even surpassing,
human capabilities, they do not understand the (implicit) meaning of sounds

Automatic Audio Perception Models
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Text-based LLMs already have knowledge about sounds

What is the acoustic feature of dog barking?

The acoustic features of dog barking vary by breed, individual dog, context, and emotion
conveyed. However, several common acoustic features can be identified in dog barks:

1. Frequency: Dog barks can range widely in frequency. Small breeds tend to have higher-
pitched barks, while larger breeds generally produce lower-pitched barks. The fundamental
frequency (or pitch) of a dog's bark can range from as low as 160 Hz for large dogs to as
high as 2632 Hz for small dogs.

2. Duration: The duration of individual barks can vary, but a typical single bark lasts between
0.1to 1second.

3. Harmonic Structure: Like human voices, dog barks contain harmonics or overtones. The
relationship and amplitude of these harmonics compared to the fundamental frequency
can contribute to the unique sound of each bark.



Text-based LLMs already have knowledge about sounds

4. Temporal Pattern: Dogs can vary the rate and pattern of their barks. Rapid barking might
indicate alarm or urgency, while sporadic barking might be more investigatory or attention-
seeking.

. Amplitude (Loudness): The loudness of a bark can convey different emotions or intents. A

(&)

loud bark might be used for warnings or threats, while softer barks might be more
inquisitive or playful.

6. Tonal Quality: Some barks are more tonal (having a clear pitch), while others might be more
noisy or harsh. This can also contribute to the emotional content of the bark.

7. Modulation: Barks can have variations in pitch and volume. A bark that rises in pitch might
convey a question or be more attention-seeking, while one that falls might be more
commanding or assertive.

8. Context-specific Characteristics: Dogs can produce different barks in different contexts.
For instance, a bark at a stranger might be different in quality and pattern from a bark when

the dog is left alone or hears a peculiar noise.



Bridging sound perception and understanding
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Bridging sound perception and understanding

Yuan Gong, Hongyin Luo, Alexander H. Liu, Leonid Karlinsky, and James Glass. "Listen, Think, and Understand”, ICLR 2024.
Yuan Gong, Alexander H. Liu, Hongyin Luo, Leonid Karlinsky, and James Glass. "Joint Audio and Speech Understanding”, ASRU 2023.
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Bridging sound perception and understanding

Answer A woman is giving a cooking lesson.
[32, 5333, 374, 7231, 264, 17677, 18228, 627]
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9.6 million AQAs in total
3.0 million closed-ended AQAs generated by rule-
based method
6.6 million open-ended AQAs generated by GPT-
assisted method
Using 13 existing datasets
1 million audio clips




Revisit the cooking demo

Question: What is the gender of the speaker? Why?
Answer: The speaker is female because her voice has a
| 'ra higher pitch than most male voices.
‘ N

" Question: Describe the acoustic features you heard.
Answer: The audio clip contains the sound of frying
s food in a small room with high reverberation and low

Question: What do you feel when you hear this?
Answer: The sound of frying food can evoke hunger or
nostalgia for some people, while others may find it
unpleasant or annoying.
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Demo of non-speech audio understanding

Question: What is the weather?
Answer: It is likely to be windy or rainy due to the sound of
the wind and rain falling.

B F Question: What should | do when | hear this, why?

i £~ Answer: When you hear this, you should move to the side of
the road and stay there until the emergency vehicle has
passed. This is because the sound of an emergency vehicle
is a warning signal that something is happening and you
should stay out of the way to avoid accidents or injuries.
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Bridging sound perception and understanding

Quick Demo of Listen, Think, and Understand (LTU)

LTU is a new audio model that bridges audio perception and advanced reasoning, it can answer any open-ended question about the given audio.[Paper] [Github

LTU is authored by Yuan Gong, Hongyin Luo, Alexander H. Liu, Leonid Karlinsky, and James Glass (MIT & MIT-IBM Watson Al Lab).
Note LTU is not an ASR and has limited ability to recognize the speech content, it focuses on general audio perception and understanding.
Input an audio and ask quesions! Audio will be converted to 16kHz and padded or trim to 10 seconds. Don’t have an audio sample on hand? Try some samples from AudioSet evaluation set: [sample audios from

AudioSet evaluation set]
Audio Meta Information

audio_path

Original input audio length 10.03 seconds, number of channels: 1, sampling rate: 16000.

Drop Audio Here
LTU Output

### Instruction:

Click to Upload
Why this audio is fun?

### Response:
The audio is fun because it contains laughter and splashing sounds, which are associated with

joy, happiness, and relaxation.

question

Why this audio is fun? Flag
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Takeaways and future works

e Improve machine understanding capabilities
Can machine understand sarcasm?
Reliability

Over/under interpretation

How to measure understanding capability?

o O O O

e How to apply these models?
o Personal assistant
o Customer service
o Embodied Al systems

e Integrate with audio generation models

e Audio-visual understanding
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